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Abstract. Cryptocurrencies are digital assets that can be stored and
transferred electronically. Bitcoin (BTC) is one of the most popular cryp-
tocurrencies that has attracted many attentions. The BTC price is con-
sidered as a high volatility time series with non-stationary and non-linear
behavior. Therefore, the BTC price forecasting is a new, challenging, and
open problem. In this research, we aim the predicting price using machine
learning and statistical techniques. We deploy several robust approaches
such as the Box-Jenkins, Autoregression (AR), Moving Average (MA),
ARIMA, Autocorrelation Function (ACF), Partial Autocorrelation Func-
tion (PACF), and Grid Search algorithms to predict BTC price. To eval-
uate the performance of the proposed model, Forecast Error (FE), Mean
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Forecast Error (MFE), Mean Absolute Error (MAE), Mean Squared Er-
ror (MSE), as well as Root Mean Squared Error (RMSE), are considered
in our study.

1 Introduction

Fiat currencies are currently used to exchange daily payments but the expo-
nential growth of the cryptocurrency market is a phenomenon that has got
much attention in recent years. It is a new emerging financial ecosystem, so
its opportunities and threats are under evaluation in many academic studies.
There are some critical issues that should be analyzed, and the primary ques-
tion is that whether the price dynamic behavior is predictable or not? Given
the efficient market hypothesis (EMH), they have non-deterministic variation
patterns, and Bitcoin (BTC) price should be assumed as a stochastic signal.
BTC was created and introduced to the world as the first cryptocurrency coin
, but since then, many other coins/tokens, so called Altcoins, have generated
[12]. Today, about 10,000 coins/tokens are actively traded, and the market
capitalization increases noticeably. Many of them have different key features
and applications. The various researches were conducted to answer whether
BTC is a real currency or not? [43, 42]. Now, between three to six million in-
vestors in the private sector including institutions, and individuals (retailers)
actively exchange different coins and tokens via well-known available trading
networks [27]. In the second quartile (Q2) of 2017, the value of the available
cryptocurrencies market, so-called Market Cap, exceeded 91 billion USD [19].

BTC is currently dominant in the market, its position as a strong leader (the
king) is vulnerable due to technical issues of the first generation blockchain
(G1), security, and the technological advances of new generations of cryptocur-
rencies (G2 and G3) [33, 13, 21]. Despite the relatively stable economic and
gradual growing of interest in cryptocurrencies [3, 40, 14, 38], there is still
no comprehensive analysis of cryptocurrency dynamics and ecosystems. In the
research field, most of the existing studies focus on Bitcoin itself [34, 30], trans-
action network, BTC price behavior [18], BTC market trend, BTC dominance,
regarding to a limited numbers of fiat currencies (in particular USD) [22, 21].
For example, there is even a disagreement about whether the dominant posi-
tion of BTC may be compromised or not? Because, BTC dominance plays key
role in the whole ecosystem [22]. BTC is the most famous and pioneer coin;
however, recent studies on the BTC total market share and other altcoins (in
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particular Ethereum (ETH)) indicate that its first rank would be in a real
danger in the future.

BTC is an emerging digital currency with the very high volatility. In com-
parison to the legacy moneys, it leads to more complex challenges in the price
prediction problem [11]. A lot of researches have been conducted for the tradi-
tional stock markets such as Nasdaq, Japan Exchange Group, New York Stock
Exchange, etc. [28, 41], while there are a few studies for cryptocurrencies. It
opened a new challenging problem in parallel. BT'C price is a time series with
a very high volatility and its forecasting problem is still in its early stage of
gradual developments. Traditional methods for time series forecasting, such as
Holt-Winters exponential models, basically assumes the linear behavior and
needs data that can be divided into a trend, seasonal, and noise [15]. On the
other hand, there are some approaches to predict BTC price based on Natu-
ral Language Processing (NLP) and sentiment analysis. Today, NLP as an Al
(artificial intelligence) technology and Deep learning [9, 2] are used together
in advanced text mining/analytic tools [23, 4, 26, 8, 7]. These approaches get
social media text data from Twitter, Facebook, and etc., as the input and try
to draw a link between the content of daily messages and the BTC price. These
approaches are on their primal development steps now. The performance of
Sentiment analysis are usually restricted to detect just big movements due
to some important affecting news. In regular conditions, their performance
degrades.

In this research, we aimed to predict the BT C price found on several different
algorithms. The Box-Jenkins method, Autoregression, Autocorrelation and
Partial Autocorrelation methods, ARIMA method, the Moving Average and
Grid search approach are considered. In addition, the Forecast Error (FE),
Mean Forecast Error (MFE), Mean Absolute Error (MAE), Mean Squared
Error (MSE), as well as Root Mean Squared Error (RMSE), have been used
to evaluate our proposed model.

The article is presented as follows: In Section 2, related works are men-
tioned, while in Section 3, the methodology of the current study is described.
Section 4 also presents the simulation results. Finally, Section 5 summarizes
and concludes this study.

2 Related works

In [32], the BTC price prediction was introduced using decision tree and regres-
sion techniques. The main idea was to get order book data and transfer them
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into features over time. These features were referred as feature series which can
be used to make prediction models with emphasizing on both volatility and fea-
ture series. Their method depends on local data of a special broker/exchanger
so the scalability issue should be improved in the future works.

[5] proposed a new approach found on computational intelligence. It used a
hybrid controller based on the Neuro-Fuzzy so-called PATIOS to predict the
BTC daily price. The results of their work show that their proposed method
outperforms the simple neuro-fuzzy approach or simple model of artificial neu-
ral networks. The research demonstrated the use of the closed-loop or feedback
control technique to expand the BTC and fuzzy modeling literature and un-
certainty related to the dynamic behavior of BT'C prices to overcome and gain
a relatively positive return. PATTIOS does not have a user-friendly interface.
To enhance it, more focus on creating a UI/UX interface is essential.

In [24], a wide-scale vector model has been proposed to explain how price in-
formation was transferred among different crypto market brokers, exchanges,
and between traditional markets and crypto ones. Accordingly, they intro-
duced a Vector Autoregressive model (VAR). Their empirical findings suggest
that there is a robust correlation between the prices of BT'C in different cryp-
tocurrency markets. In contrast, BT C-price correlation with most traditional
assets is relatively low. This model can also improve the BTC price forecasts
concerning a simple autoregressive model.

In [39], they compared the volatility of one stage and BTC-VaR (BTC
value-at-risk (VaR)) forecasting using some important volatility models. It
also considered methods that actually involve the presence of outdated data
and strongly estimate fluctuations and VaR. The achieved results explicitly
suggested that noises and outliers can play an influential role in modeling and
forecasting BTC-VaR.

In [29], some graph models had been investigated to analyze BTC price
fluctuations. It was found that the optimal model was AR-CGARCH in terms
of a good fit with the data. The result indicated well the importance of the
existence of both short-term and long-term components for an accurate pre-
diction.

Machine learning (ML) is known as a sub-domain of data science. It can
improve software applications to get more accurate results in various applica-
tions [6, 35, 36, 25, 10]. It deploys historical perceptions (data) as input to
make new predictions. [31] proposed classifier and regression models based on
machine learning with high performance for both mid-term and short-term
long lines. In their work, the prediction was not restricted to just daily data.
They extended the work for monthly and yearly data as well. The classification
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model can achieve above 65% accuracy for the next day price prediction and
64% to 62% accuracy for the 7 and 17 days forecasts. For the daily, the error
rate is as low as 1.44%, while for the seven to ninety-day horizons, it varies
from 2.88% to 4.10%.

To predict BTC price value at different frequencies using machine learning
techniques, [17] first classified the price of BTC based on the price of the day
and the high frequencies. A set of high- dimensional features include property,
gold spot price, network, and trading market were used to predict BTC price
on a daily time scale. Statistical methods (SM) include logistic regression (LR)
along with linear analysis, were used to predict the daily price prediction with
accuracy 66% accuracy, and more complex algorithms pass machine learning
(ML). In comparison with results of the criterion for daily price prediction, the
results are higher in SM and ML algorithms have 66% and 65.3%better per-
formance, respectively. The machine learning models, such as Support Vector
Machine (SVM), XGBoost, Random Forest (RF), and Quadratic Discriminant
Analysis (QDA), were superior to SM for the 5 minutes price prediction (5m)
with an accuracy of 67.2%.

In the next section, we are going to discuss about methodology and the
proposed model.

3 Methodology

In this section, our proposed model is proposed to provide a detailed forecast
of price. For this purpose, first, the datasets used are introduced, and then
the performance evaluation criteria and our proposed forecasting models such
as Box-Jenkins method, ACF, PACF, ARIMA, MA, AR, and Grid Search are
investigated.

3.1 Dataset

We have used the BTC price dataset from [44]. It provides price values
from 1 December 2014 to 29 may 2020. The data is available in the daily time
scale. The statistical summary of the dataset is presented in Table 1.

count | mean std min 25% 50% 75% max
1994 | 4213.51 | 4005.48 | 120.00 | 446.51 | 3425.41 | 7459.77 | 19650.00

Table 1: The statistical summary of the BTC price datasets from 1 December
2014 to 29 May 2020.
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3.2 Performance evaluation criteria

The performance evaluation criteria of regression algorithms for time series
forecasting problem are introduced as follows.

3.2.1 Forecast error (residual forecast error)

Forecast errors (FE) on a time series forecasting problem are considered as

residuals (residual errors). According to Equation 1, the residual error at time

t(e') can be calculated as the expected outcome (y¢) minus the forecast (f,([m)):

et = (y— ™) (1)

et can be calculated for every observation of the time series. The much more
closer the residual error to the zero, the better performance archives.

3.2.2 Mean forecast error (forecast bias)

This value is obtained from the average error residual.

1
BIAS = —If_y(e:) (2)

Where n is the number of samples and e; is the ith error. The residual error
is either positive or negative. The best BIAS value would be zero.

3.2.3 Mean absolute error (MAE)

One of the loss functions that have interesting properties is the mean absolute
error which is also called the MAE. The loss function, such as the MSE, uses
only the distance between predicted and expected values but does not consider
the direction for this difference. The following formula is used to calculate MAE
[20]:

1

When MAE is closer to zero; the ideal model is achieved.
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3.2.4 Mean squared error (MSE)

In mean square errors or MSE, the values are positive. It also has a more
significant impact on large errors. The loss function computes the mean square
error between the predicted and expected values. The Equation 4 shows MSE
formula [20]:

1

3.2.5 Root mean squared error (RMSE)

If the effect of the MSE is derived, another loss function is constructed as the
"square root of error” which is briefly shown with RMSE.

1
RMSE =/ 21 (e]) ()

RMSE zero value means the model is actually error-free.

Where N is the total number of observations, (e?

7) is the actual value.

3.3 Forecast models

Figure 1 shows the steps of the current research in which the Box-Jenkins
method, ACF, PACF, ARIMA, MA, AR, and Grid Search are used.

3.3.1 Box-Jenkins method

The Box-Jenkins method consists of three essential steps. The first step is
Model Identification/selection; the second one is Parameter estimation and
the last one Statistical model checking. In the identification phase, one or
more time series models will be selected by their graphs. The parameters of
the selected model are determined in the identification phase. In the control
phase (verification), statistical tests are performed to verify the selected model.
These tests include the independence of model error values. If the control phase
is not approved, then back to the identification phase and selects a new model,
the above steps are repeated.
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Figure 1: The workflow steps in our proposed model

3.3.2 Autoregression method

The Autoregressive (AR) model is used for stationary time series values de-
pending on their previous values. In this case, we consider the number of past
observations to predict a value. Therefore, it can be written as follows [37]:

Xt =C+ Z](Ji:])d)ix(t—i) + €¢ (6)
Where x; is the stationary variable, c is constant, the terms in ¢; are auto-
correlation coeflicients at lags 1,2,p and €.
3.3.3 Moving average algorithm

The moving average (MA) model is written as a linear combination, similar to
the AR model, but it is written in terms of a linear combination of errors in
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terms of time. In this case, we consider q the number of previous observations.
The relationship between static time-series values in this model is formulated
in Equation 7 [37]:

Xe = R+ I dier —1 (7)

Where p is the expectation of x¢ (usually assumed equal to zero), the ¢;
terms are the weights applied to the current Where p is the expectation of x¢
(usually assumed equal to zero), the ¢; terms are the weights applied to the
current.

3.3.4 ARIMA method

The autoregressive moving average is an ARIMA (Autoregressive Integrated
Moving Average) model, which is a more general model of ARMA. According
to the Equation 8, ARIMA combines the combination of two methods of AR
and MA [37].

Xt =C+ ZE:])d)iX(t,i) + €t + Z?izo)d)iet —1i (8)
An ARIMA model has coordinates (p, d, q):

e The p is defined as the total number of autoregressive terms. In other
words, p is the number of previous observations (from past values) that
are used to predict future values. For example, if the value p is equal to
2, this means that two previous temporal observations are used in the
series to do forecast the future trends.

e d points to the number of differences which are required to have a sta-
tionary the time series (i.e. one with a constant mean, variance, and
autocorrelation). For example, if d =1, then the first difference of the
time series must be calculated to convert it to the stationary series should
be calculated represents the "moving average” error in the previous pre-
diction error in the model or the residual value.

e q represents the MA of the previous FE in the model (the lagged values
of the error term). For example, if ¢ has a high value, there is a lagged
value of the error term in the model.
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3.3.5 Autocorrelation and partial autocorrelation methods

Correlation and partial correlation diagrams are enormously used in time se-
ries analysis and forecasting. These are diagrams that summarize the strength
of the relationship with observations in a time series with observations at the
previous stages. Partial Autocorrelation and Autocorrelation index are used
to determine whether the data are stationary or not? The autocorrelation and
autocorrelation index for ”different degrees” measures the correlation coeffi-
cient (CC) between the series and the delay of variables over time. A process is
achieved when the time series follows a particular pattern in which the present
value depends on the previous values.

3.3.6 Grid search method

Grid search (GS) is a nifty approach that tries to explore data space exhaus-
tively using a manually specified hyperparameter subset of the search space for
a selected algorithm while Random search choses values for all hyperparam-
eters independently based on their probability distributions. Accurate tuning
(Fine Tuning) means finding the best parameter for machine learning algo-
rithms to improve the results. An optimized planning is an effective practical
step that can lead to noticeable improvements at the output of the ARIMA
method. The optimal parameters can be automatically found on the Grid
Search.

4 Experimental results

As noted, the data set includes daily BTC close price from 1 December 2014
to 29 May 2020 [44]. In the simulation, we have used 70% of data as training
data and 30% as the test data. We have used Python programing language
and related libraries for time series to implement our simulations.

In time series, it is essential to evaluate and compare the results to spot
the best predictor with a minimum error. In our study, the results obtained
are compared using BIAS, MAE, MSE, and RMSE. In the term of error,
a zero error indicates complete skill for prediction. In Tables 2 and 3, the
obtained results are compared well. Figures 2 to 5 are derived from Table 2
and demonstrate the results separately for each algorithm.

In Figures 6, 7, 8, and 9, autocorrelation functions (ACF) and partial auto-
correlation (PACF) are calculated for the AR, MA, ARIMA, and Box Jenkins
algorithms. We know these functions reveal the logical link between data in
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Forecast methods | RMSE MSE MAE | MFE

AR 345.46 | 119346.60 | 218.85 | 104.88
MA 345.79 | 119571.57 | 219.55 | -0.31
ARIMA 323.45 | 104621.57 | 198.49 | - 1.16

Box-Jenkins 320.67 | 102834.39 | 95.15 | -1.47
Grid Search 317.417 | 100753.86 | 192.76 | -0.77

Table 2: Different evaluation methods for various prediction algorithms.

AR -425.71 , 148.50 , -112.42 , ......... 315.33, 396.05, 89.32
MA “435.46, 153.67 , -124.88 , ......... 294.43 , 388.70 , 67.43
ARIMA -351.55, 108.85, -191.76, ......... 347.01, 362.92, -116.02
Box- Jenkins | -345.70 , 129.47 , -150.95, ......... 373.48, 381.12, -147.27
Grid Search Best ARIMA(O0, 2, 0), FE=-527.228

Table 3: Assessment of forecasting algorithms with the Forecast Error (FE).

time series. We first extracted prediction data based on the mentioned al-
gorithms, and then we applied ACF and PACF. In Figure 6(a), an ACF plot
demonstrates correlation coefficients (CC) bar chart of a time series and lagged
values for the AR model. In Figure 6(b), a PACF plot indicates the partial
correlation between the series and lags of itself. For the AR process, it can be
seen that the ACF plot decreases gradually while simultaneously the PACF
has a severe drop after p significant lags.

Figure 7 show ACF and PACF for a MA process. In this figure, the ACF fall
down sharply after a g number of lags while PACF follows a gradual declining
pattern.

As mentioned before, a model that can get lower errors represents the best
model. In our research the Grid Search method is the only algorithm that
led to the optimal values in most performance metrics such as MAE equal to
192.76, RMSE = 317.417, and MSE equal to 100753.86.

Ultimately, we compare our model with some available methods in Table 4
and Table 5. Table 4 indicates that our model outperforms others in term of
MSE while in Table 5, it shows better achievement based on RMSE and MAE.

Performance metric | The proposed [20] 1] [16]
MSE 104621.57 170962.195 | 21,215,311 | 2519603.08

Table 4: Comparing BTC price prediction algorithms based on the MSE.
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Figure 6: Results of the ACF and PACF methods for the predicted values by
the AR method.

(a) ACF plots of the Prediction from AR models

(b) PACF plots of the Prediction from AR models
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Figure 7: Results of the ACF and PACF methods for the predicted values by
the MA method.

(a) ACF plots of the Prediction from MA models

(b) PACF plots of the Prediction from MA models



280 M. Rostami, M. Bahaghighat, M.M. Zanjireh

Autocorrelation

Autocorr

_0‘5.
0 25 50 75 100 125 150 175 200
Lags
(a)
Partial Autocorrelation
104 o
0.8 1
061
:
§ 041
3
<

0 25 50 75 100 125 150 175 200

Lags
(b)
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Figure 9: Results of the ACF and PACF method results for predicted values
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Figure 10: Comparison of ARIMA and AR algorithms with the current value of
bitcoin price from 1 December 2014 to 29 May 2020 (Current price of Bitcoin
(black), ARIMA (red), AR (blue)).

Performance metric | The proposed [16]
RMSE 323.45 1587.32
MAE 198.49 920.45

Table 5: Comparison of BTC price prediction models using the RMSE and
MAE.

In Figure 10, a comparison among real price of bitcoin and two prediction
models is depicted. In this figure, our proposed algorithm based on grid search
ARIMA (red line) greedily tries to track the real BTC price (black line) and
it outperforms other models based on AR.

Finally, we have extended our dataset to cover forward test. In the early
version, the BTC price datasets from 1 December 2014 to 29 May 2020 was
used in training and validation steps. In the new version, we added some new
daily price samples from 1 June to 30 June (2020) as unseen data. The unseen
data has fitted to the model in order to evaluate the forward testing results.
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Figure 11: Comparison of ARIMA and AR algorithms with the current value
of bitcoin price for June 2020 (Current price of Bitcoin (black), ARIMA (red),
AR (blue)).

In Figure 11, it can be seen that the accuracy of our algorithm is much higher
even for unseen data.

5 Conclusions and future work

As an emerging digital currency, Bitcoin has got much attention nowadays. In
fact, BTC is the most valuable encrypted currency globally traded in almost
all cryptocurrency exchanges. It provides a fantastic opportunity to make price
prediction due to its relatively low-maturity technology with very high price
volatility. Developing an accurate and automated predictive system for BTC
with non-linear and high range variations is still an open challenging task.

In our study, we have evaluated the number of algorithms using several
evaluation criteria. In summary, we have used the Box-Jenkins model, Au-
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toregression, Moving Average, ARIMA model, Autocorrelation and Partial
Autocorrelation model, and Grid Search model. Besides, to evaluate and com-
pare them, we used FE, MFE, MAE, MSE, and RMSE. In our study, the Grid
Search method has the best performance with lower errors than other meth-
ods. This method tries to find the best results with optimizing the ARIMA
method. It achieved the minimum value in the MAE at 192.76, the MSE equal
to 100753.86, and RMSE = 317.417. Furthermore, the values of the forecast
error method in the Grid Search have the lowest values approximately close
to zero. Consequently, the proposed model outperformed others in most per-
formance metrics.

As both the test and train data are scattered randomly in the entire time-
interval, the problem actually would be one of price interpolation or filling
the gaps problems (not extrapolation). The main contribution is a thorough
comparison of the performance of existing methods and also optimizing mod-
els based on Grid search optimization. The Grid searching is the process of
scanning the data to configure optimal parameters for a given model. Based
on the Grid search, the optimal hyperparameters of our model have tunned.
As a result, the more accurate predictions have achieved in our study.

Price volatility has been extensively investigated on financial markets, but
due to the recent emergence of Bitcoin market, researchers have started to
scratch the surface in this area. Hence, the excessive volatility of Bitcoin and
how determine it properly has not yet been sufficiently studied providing for
an extensive research gap. Consequently, similar to the most available studies
in BTC price prediction, we have not aimed to offer a discussion into Bitcoin
price volatility but it may be our new study in the future to solve this issue
using deep learning algorithms. Today, deep learning algorithms are deployed
widely in various applications [23, 9, 2]. To continue this research, more studies
can be done on the non-linear and even non-stationary BTC price time series
in lower time scales using deep learning models.

Funding Statement. There is no specific funding for this study.
Conflicts of Interest. The authors declare that they have no conflicts of
interest to report regarding the present study.
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